
frequency-domain array signal segregation using an itera-
tive approach (ASSIA) is developed to estimate the 
directions of arrival (DoAs), magnitudes, and phases of 
the signals’ spectral components in a multipath environ-

ment. This is accomplished by using a uniform circular antenna 
array whose elements are individually connected to the radio-
frequency (RF) front end of a neoteric radio. This technique is 
utilized to spatially and spectrally separate the communication 
signals of interest from the strong interfering signals without a 
priori knowledge regarding their DoAs. Through an extensive 
comparison with the other techniques reported in the literature, 
it is shown that ASSIA can detect the DoAs and signal levels of 
wide dynamic range (DR) much more accurately than what can 
be done with the existing techniques, provided that the signals’ 
angular spacing is larger than the array beamwidth. Array cali-
bration to capture the fabrication errors is essential to achieve 
the high level of the DR of signals that ASSIA can handle. The 
performance of the algorithm in the presence of strong jammers 
in complex multipath environments with Rayleigh fading char-
acteristics is examined using numerical simulations based on 
an accurate ray-tracing propagation model. A statistical analysis 
based on Monte Carlo simulations shows that in such an envi-
ronment, an ASSIA radio with a 12-element uniform circular 
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array can improve the signal-to-jammer ratio (SJR) 
from 20-  to at least +2 dB (minimum of 22-dB 

improvement) in more than 70% of occasions.

INTERFERENCE CANCELATION METHODS 
Wireless communication links can be significantly disrupted 
by stationary or portable smart jammers or unintentional inter-
ferers. To resolve this problem, effective jamming cancelation  
techniques have been extensively examined for the last few 
decades. Early attempts focused on the method of antenna null 
steering in the direction of a jammer. A patent based on this 
concept was filed in 1959 by Paul W. Howells for radar applica-
tions [1]. The idea was further explored by Sidney Applebaum, 
who led the foundation for establishing the concept of adap-
tive arrays for maximizing the signal-to-interference ratio in 
time-varying environments in 1965. However, his work was not 
published until 1976 [2]. Since then, a variety of adaptive beam-
forming techniques have been conceived [3]–[10]. Applebaum 
assumes there is only one DoA for the desired signal, and this 
direction is known. It is also assumed that the statistics (covari-
ance matrix) of the interfering signals are known by the receiver 
(Rx). To relax the latter requirement, Frost developed another 
algorithm [11] in which a correcting phase is applied to array 
elements to focus the beam in the known DoA of the desired 
signal and optimize the magnitude weighting factors to mini-
mize the total received power. Again, the Frost method assumes 
a single known DoA and ignores the fact that by minimizing the 
total received power, the contribution from the desired signal 
may also be significantly reduced.

Duvall et al. introduced another method [12] to improve 
upon the Frost algorithm to ensure the desired signal is not 
significantly reduced when minimizing the total received 
power. Duvall et al. form a fictitious array composed of pairs 
of the original array in such a way that the new array elements 
(adjacent pairs) have a null in the direction of the desired 
signal. Then, they minimize the total received power of the 
fictitious array. This way, the desired signal is not entered into 
the equations. As mentioned, interference mitigation by the 
Applebaum, Frost, or Duvall methods is accomplished based 
on three key assumptions.
1)	 The desired signal arrives from a single direction.
2)	 The direction of the desired signal is known.
3)	 The jammer signal and the desired signals are uncorrelated.

The third limitation has been relaxed in the literature by 
using spatial smoothing techniques [13]–[15]. In another effort, 
a new beamformer based on the Duvall approach is reported 
in [16] to cancel out M 1-  coherent jamming signals by using 
a 2M-element array. This method still assumes a single DoA for 
the desired signal and requires this direction to be known. For 
realistic scenarios pertaining to complex multipath environments 
in which a large number of the desired and jamming signals 
of different levels arrive from different unknown directions, 

neither of these assumptions holds true. Hence, any proposed 
beamforming method needs to be accompanied by a DoA estima-
tor to discern the DoA of the desired signal.

The traditional eigenstructure-based direction-finding tech-
niques such as multiple signal classification (MUSIC) [17]–[24] 
or estimation of signal parameters via rotational invariance 
technique (ESPRIT) [25]–[30] cannot estimate DoAs of fully 
correlated signals. A spatial-smoothing preprocessing scheme 
[31] and its improved version [32] are conceived to distinguish 
the DoA of coherent signals. In [33], the capability of the 
spatial-smoothing method is further enhanced by using a set of 
forward and complex conjugate backward subarrays simultane-
ously, and, hence, the number of identifiable DoAs of coher-
ent signals is increased. A preprocessing conjugate gradient 
method in combination with a spatial and temporal smoothing 
technique for DoA estimation of correlated signals is proposed 
in [35] that exhibits a fast convergence rate. A cumulant-based 
algorithm [36] and the matrix pencil method (MPM) [37], [38] 
are used effectively to find the DoAs of coherent signals.

These methods, however, need to have the exact knowledge 
of the number of the impinging signals on the Rx array for esti-
mation of DoAs. Hence, model-order estimation techniques, 
such as minimum descriptive length criterion [39] and the 
Akaike information theoretic criterion [40], [41], are needed to 
estimate the number of the impinging signals. These methods 
are based on finding the larger eignenvalues of the data cova-
riance matrix and can be used if the signals are not coherent. 
In case of coherent (fully correlated) signals, preprocessing 
techniques such as spatial smoothing or forward–backward 
averaging [42] have to be run to decorrelate the signals. The 
forward–backward averaging technique, however, is not able to 
decorrelate more than two coherent signals.

Although spatial-smoothing techniques [31]–[35] can be 
used to decorrelate multiple signals, their performance in 
estimating weak sources is severely affected in the presence of 
strong interfering sources. Another class of direction-finding 
techniques is spectral estimation methods, such as minimum 
variance distortionless response [43], linear prediction [44], and 
maximum likelihood [45]–[51]. Basically, in spectral estima-
tion methods, the DoAs are found by searching for the local 
maximums in the spatial spectrum calculated for all directions. 
These techniques relax the requirement about the a priori 
knowledge regarding the number of signals.

However, when the DR of the signals arriving from different 
directions is not small, both eigenstructure-based and spectral 
estimation methods fail to detect DoAs of the low-level signals. 
This is a major problem that needs to be addressed, because 
the desired signals arriving from different directions are usu-
ally much smaller than the jamming signals. Also, a difficulty 
arises when a large number of low-level components of a strong 
jammer signal arriving from other directions (due to the mul-
tipath effect) are comparable to the desired signals. In this case, 
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these small jamming signals that are correlated with the very 
large ones must be accurately detected and removed before the 
desired signals can be retrieved.

In this article, an ASSIA that can be categorized under spec-
tral estimation methods is proposed as an alternative method 
to the aforementioned techniques for interference cancelation 
in complex environments. The algorithm provides estimation 
of the DoAs, magnitudes, and phases of all impinging signals as 
well as the contribution of each signal at each antenna element 
without requiring a priori knowledge of the number of DoAs. 
The algorithm is able to handle a very wide DR of imping-
ing signals compared to the existing techniques provided that 
the signals are separable by the array (the angular separation 
of the signals is larger than the adjusted array beamwidth). 
Because each frequency component is processed individu-
ally, both correlated and uncorrelated signals are detected and 
segregated by ASSIA. By virtue of this algorithm, a radio Rx 
with two modes of operation including high data rate (HDR) 
and low data rate (LDR) modes is then proposed to mitigate 
the interfering signals in a complex multipath environment. 
The prominent features of the ASSIA radio are 1) it can handle 
multiple DoAs for the desired signal, 2) it does not require a 
priori knowledge of DoAs of the desired or interference signals, 
3) it does not require the interference signals and the desired 
signals to be uncorrelated, and 4) for a single stationary source 
of interference in a multipath environment, the radio is capable 

of removing the interference in LDR mode even in situations 
where the DoAs of one or more interference signals are close to 
those of the desired signal provided that at least one DoA of the 
interference signal exists that is quite far away from those of the 
desired signals. The latter feature is achieved due to the capabil-
ity of ASSIA in estimating the magnitude and phase of all arriv-
ing signals, which is not available in other direction-finding and 
interference-cancelation methods.

ITERATIVE ARRAY SIGNAL SEGREGATION ALGORITHM

PRINCIPLES OF OPERATION
The proposed algorithm is formulized for a two-dimensional 
case by employing a uniform circular array of omnidirectional 
antennas as illustrated in Figure 1. The main advantages of the 
circular array compared to the linear array are its azimuthal 
symmetry for beamforming without distortion near the end-
fire directions as well as the same mutual coupling effect for all 
antenna elements, which allows for simple coupling mitigation 
approaches [52]. It is assumed that all the desired and interfer-
ing signals are almost confined in the horizontal plane.

As the proposed technique is a frequency-domain method, 
the received time-domain signal at each antenna is convert-
ed to the frequency domain using Fourier transform over a 
predetermined time interval. The length of the fast Fourier 
transform (FFT) and the resolution frequency depend on the 
duration of the time interval the data stream is sampled. Each 
frequency component is then processed through the ASSIA 
processor separately to estimate the DoA, magnitude, and 
phase of the signals. Therefore, irrespective of whether the 
impinging signals are fully correlated or uncorrelated, ASSIA 
is able to detect and segregate the signals. After interference 
detection and removal, the desired signals are converted back 
to the time domain for further processing. To describe the 
principle of operation of ASSIA, consider a circular array with 
radius ,a  which is illuminated by a number of plane waves as 
depicted in Figure 2. The number of the Rx antennas and the 
number of the impinging local plane waves are denoted by M  
and ,P  respectively. For simplicity, let us first neglect the mutu-
al coupling among the omnidirectional elements of the array. 
The antennas are assumed to have a nominal power gain of   G  
and linear vertical polarization. The field expression for each 
of the incident waves can, locally, be written as ,E E e z .

z
i K r  = r tv v

 
where  Ez  is the electric field intensity and ( )/cK f k Kk2π= =t tv  
is the propagation vector. Henceforth, the subscript z in  Ez 
is dropped for simplification. The voltage across each antenna 
terminal denoted by vm  can then be written as

	 ,v l Ee  cos
m

i Ka  
eff

m= { {- - l^ h � (1)

in which  { and  m{ l  are the direction of the impinging plane 
wave and the angular coordinate of the mth Rx antenna in the 
polar coordinate system, respectively, and

	 ,l GR
4  

0

0
eff m

rh
= � (2)
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FIGURE 1. A circular array of omnidirectional antennas 
illuminated by a number of interfering and desired signals.
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FIGURE 2. The sketch of a uniform circular array illuminated 
by a plane wave.
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where m  and 0h  are free space wavelength and intrinsic imped-
ance, respectively, and R0  is the antenna input impedance. In 
deriving (1), it is assumed that the antenna is perfectly matched 
to its input impedance. For P  plane waves illuminating the 
array, the total voltage at the antenna terminals is given by

	 , V A E N+z= ^ h � (3)

where V  is an M 1#  vector of the received voltages,

	 ,  , ,v v  V M
T

1 f= 6 @ 	  (4)

in which vm  is the total received signal at the mth antenna and 
 E  is a P 1#  vector of the impinging electric fields, and

	 , ,  ,E E  E P
T

1 f= 6 @ � (5)

where Ei  is the electric field arriving at the Rx from direction
. i{   A z^ h  is an M P#  matrix of the phase-corrected effective 

length for the circular antenna array given by

	 , ,a aA P1 fz { {=^ ^ ^h h h6 @,� (6)

where

	 , ,l e e a cos cos T
p

i Ka i Ka    
eff

' '
p p M1 f{ = { { { {- - - -^ ^ ^h h h6 @ � (7)

and N is the noise vector, which is assumed to be a spa-
tially zero-mean white Gaussian process. The goal is to find 
E  and  P1fz { {= 6 @  from the total measured received 
signal denoted by  .V

The algorithm is mainly composed of P  steps, and each 
step requires      r s P1s # #^ h iterations. As the algorithm 
proceeds from one step to the next, the number of the 
detected received signals is increased by one. In other words, 
at the sth step, the algorithm provides estimations of magni-
tude and phase of signals arriving from s different directions 
as a function of frequency. At the very beginning of the sth 
step, an estimation of the sth largest signal is made. This iter-
ation is defined as the zeroth iteration. Then, the estimations 
of all s signals are refined through an iterative approach.

At the first step, the algorithm begins with focusing the array 
in all directions to find the largest arriving signal and its corre-
sponding DoA. An estimation for the DoA of the largest arriv-
ing signal denoted by ,

1
1 0

{
^ h is obtained by

	     ,argmax W V W V, , ,
nn

H
1
1 0

1
1 0

1
1 0

n

{ =
{

^ ^^ ^ ^h hh h h � (8)

where V V1
1,0
=

^ h  and Wn  is an M 1#  combined focusing 
and weighting vector to focus the array in direction n{  with a 
desired sidelobe level,

	 w e w e  W cos cos
n

iKa
nM

iKa
n 1

  ' '
n n M1 g= { { { {- -^ ^h h6 @,� (9)

in which , , /∆n n 1 2 ∆  n f{ { r {= =^ h and ∆{ is a predeter-
mined search angle step. The superscript H  denotes Hermitian 

transpose. The first and the second superscripts placed in the 
parentheses in ,

1
1 0

{
^ h and V ,

1
1 0^ h represent the step and the itera-

tion number in that step, respectively. In (9), the phase terms 
e cosiKa mn{ {- l^ h are in fact the conjugate of the phase terms in the 
phase-corrected effective length a n{^ h to compensate for the 
phase difference between Rx antennas to focus the array beam 
in the direction of n{ , and , ,w wn nm1 f  are a set of real positive 
values for M  antennas to control the resulting sidelobe level in 
such a way as to maximize the contribution of the signal coming 
from direction n{  and minimize the received signal from other 
directions. Once ,

1
1 0

{
^ h is found, the zeroth order estimation of 

the electric field arriving at the Rx from this direction can be 
obtained from

	 .E
l w

W  V,
,

m

M
m

1
1 0

1
1

1 1
1 0

eff

=

=
/

^
^

h
h

� (10)

The summation term in the denominator of (10) is used for 
normalization. The next step is to estimate the second largest sig-
nal E2  and its DoA  2{ , after which the algorithm improves the 
estimation accuracy of both E1  and E2  as well as 1{  and 2{  in 
an iterative fashion. To find the second largest signal, initially the 
contribution of the estimated E1  obtained by (10) is subtracted 
from the total received signal at each antenna. The result of this 
subtraction is denoted as V ,

2
2 0^ h and can be found by

	  EV V a , ,,
1
1 0

1
1 0

1
1 0

2
2,0

{= - ` ^ ^^ ^ jh hh h .� (11)

Thereby, an estimation for the DoA of the second largest 
signal denoted by ,

2
2 0

{
^ h is found as

	   ,argmax W  V W  V, H
2
2 0

2
2,0

n 2
2,0

n
n

{ =
{

^ ^^ ^ ^h hh h h � (12)

and, consequently, the zeroth order estimation of the second 
largest signal is given by

	 .E
l w

W  V,
,

m

M
m

2
2 0

1
2

2
2 0

eff

2
=

=
/

^
^

h
h

 � (13)

The algorithm then proceeds to the first iteration of the 
second step, in which the estimation of the two largest signals is 
refined. Because the initial estimations of E2  and 2{  are now 
available, one can improve the estimation accuracy of E1  and 

1{  by subtracting the contribution of E2  from all antennas and 
again trying to find a new estimation for the DoA of the largest 
signal, which is found by

	  ,argmax W  V  W  V, H
1
2 1

1
2,1

n 1
2,1

n
n

{ =
{

^ ^^ ^ ^h hh h h � (14)

where

	  .EV V a , ,
2
2 0

2
2 0

1
2,1

1
1,0

{= - ` ^ ^^ ^ jh hh h � (15)

An improved estimation of E1  is then obtained as

	 .E
l w

W  V,

m

M
m

1
2 1

1
1eff

1 1
2,1

=

=
/

^
^

h
h

� (16)
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Afterward,  E2 can be updated similarly, that is, the contri-
bution of E1  is subtracted from the total received signal, and 
the array pattern is focused in all possible directions to find an 
update value for  E2 as well as its DoA. This procedure is repeat-
ed in the next iterations of the second step until the sequence 
converges to a solution for E1  and E2  as well as 1{  and .2{  
The algorithm then proceeds to the next step, whereby the 
third largest signal is first detected. While the contributions of 
the updated E1  and E2  are subtracted from the total received 
signal, the array beam sweeps the space to find the third larg-
est signal. Then, similar to the second step, the algorithm runs 
through multiple iterations to refine the estimations of the three 
largest signals. This procedure is continued in the next steps to 
estimate all impinging signals that are well above the noise level. 
Simulations show that the algorithm can handle signals with 
signal-to-noise ratio (SNR) as low as 5 dB. This is a threshold 
at which the algorithm is aborted. As the number of the itera-
tions in each step is increased, this iterative approach provides 
a sequence of improving estimated solutions for  E  and  ,z  which 
converge eventually. The search angle step, ,∆{  needs to be 
locally decreased around the estimated DoAs over steps and 
iterations to reduce possible arithmetic errors if the actual DoAs 
are not among the predetermined search angles. To increase 
the convergence speed, each signal is estimated using the most 
updated values of the other signals including those that have 
been updated within the same iteration. The total number of 
iterations for each signal depends on the relative magnitude of 
the signal compared to other signals and the total number of the 
impinging signals. The larger the estimated signal compared to 
the other signals and the higher the number of the signals, the 
higher the number of the iterations the signal goes through. If 
one defines  NI

s  as the number of iterations required to estimate 
the sth largest signal, then NI

s  is determined by

	 ,N rI
s

i s

P
i=

=
/ � (17)

where ri  denotes the number of the required iterations in the 
ith step to make the sequence of the solutions convergent. It is 
also evident that   E 0,

s
i k =^ h  for .i s   1

The technique is able to detect all signals, provided that the 
angular separation between two vicinal signals is larger than the 
array beamwidth. If two or multiple impinging signals are in 
close angular proximity (smaller than the adjusted array beam-
width), the algorithm fails to segregate them. In this case, the 
detected signal is the resultant of that set of adjoining signals.

The DR of the signals that the ASSIA radio is able to detect 
is limited by the DR of the RF amplifiers that can be enhanced 
by using an automatic gain control and the mixer nonlinearities 
for large signals (the upper end) and by the Rx noise figure and 
bandwidth for small signals (the bottom end). The analog-to-
digital converter should also be able to provide the required DR 
and quantization resolution.

MUTUAL COUPLING CONSIDERATIONS
The equations used in the segregation algorithm presented in 
the previous section ignored the mutual coupling effects among 

the array elements. To account for the mutual coupling, the 
weighting coefficients must be modified so that the array can 
correctly focus in the desired directions. It is also important to 
mention that the mutual couplings among the antenna elements 
change the radiation pattern of the elements. That is, the radia-
tion pattern of the elements is no longer omnidirectional. To 
modify the equations, Wn  is replaced by W  n

C for a desired radi-
ation pattern having n{  as its maximum direction of radiation. 
The synthesis technique for calculating W  n

C  is described in the 
“Array Weighting Factor Synthesis” section. Assuming that the 
realized power gain and phase pattern of the mth antenna in the 
presence of other antennas and the Rx platform are represented 
as Gm {^ h and  Pm {^ h  with reference to the center of the circle, 
respectively, then, (3) is modified as

	 ,V B  E Nz= +^ h � (18)

where

	 , , ,B b b P1 fz { {= ^ ^^ h hh 6 @ � (19)

and

	 ,l lb , ,p p M p
T

1eff efff{ { {=^ ^ ^h h h6 @ � (20)

where

	 .l
G R

e4
 

 ,m p
m p iP

0

0  
eff

m p{ m
rh

{
= {^

^ ^h
h h � (21)

Consequently, the equations in the zeroth iteration of the 
first step take the following forms:

	  ,argmax W  V  W  V, , , HC
n
C

n1
1 0

1
1 0

1
1 0

n

{ =
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^ ^^ ^ ^h hh h h 	  (22)

where

	 ,w wW n
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w l

W  V,
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C

m
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m
C

m

1
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1
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1,0

A

{
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=
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^
^

^

j
h

h

h

� (24)

Also, the equations in the zeroth iteration of the second step 
are modified as follows:

	  ,EV V b , ,
1
1 0

1
1 0

2
2,0

1
1,0

{= - ` ^ ^^ ^ jh hh h � (25)

	 ,argmax   W  V W  V, , , HC
n
C

n2
2 0

2
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2
2 0

n

{ =
{

^ ^^ ^ ^h hh h h � (26)

and
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eff {
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h

h
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Similarly, the equations pertaining to other steps and iterations 
are modified. It should be noted that l ,meff {^ h can be obtained 
by either full-wave simulation or measurement. The sequence 
through which the algorithm runs is demonstrated in Table 1. The 
approach that is used to calculate  Wn

C is discussed next.
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ARRAY WEIGHTING FACTOR SYNTHESIS
As was described in the “Mutual Coupling Considerations” 
section, at each iteration, the algorithm goes through a 
spatial search process over all possible directions. Let’s 
define l ,meff {^ h as the effective length of each antenna in 
the horizontal plane (xy plane) in the presence of all other 
antennas and the Rx platform with its phase center at the 
center of the circular array. The effective length of the cir-
cular array denoted as L eff {^ h can then be written as

	 .L w l ,
m

M
nm
C

m
1

eff eff{ {=
=
/^ ^h h � (28)

Due to the symmetrical nature of a circular array and under 
the assumption that the array elements are identical and equally 

spaced, the effective length of each element can be expressed as 
a spatially shifted function of that of a reference antenna

	 ,l l M
m2

, ,m 1eff eff{ { r= -^ `h j � (29)

where l ,1eff {^ h is the normalized effective length of the anten-
na located at   1{ {= l  with reference to the center of the 
circle obtained by full-wave simulation or measurement. Sub-
stituting (29) in (28), the array effective length takes the form

	 .L w l M
m2 ,

m

M
nm
C

1
1eff eff{ { r= -

=
/^ `h j � (30)

Representing L ,neff {^ h  and /l m M2,1eff { r-^ h  in the 
Fourier series and substituting in (28) results in

TABLE 1. THE SUMMARY OF ASSIA.
Step
Number (p)

Iteration 
Number (k) Descriptions

1 0 E ,
1
1 0^ h The first estimation of E1  is made.

2 0 E ,
2
2 0^ h The first estimation of E2  is made.

1

h

r2

E ,
1
2 1^ h

h

E ,r
1
2 2^ h

E ,
2
2 1^ h

h

E ,r
2
2 2^ h

In each iteration, the signals are calculated from the largest E ,p k
1
^ h  to the 

smallest E ,
p
p k^ h  sequentially ,  k r s p1 1  p# # # #^ h.
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s
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3 0 E ,
3
3 0^ h The first estimation of E3  is made.

1

h
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1
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1
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2
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2
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3
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in which
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Interchanging the summations in the right-hand side of (31), 
it can be rewritten as
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For (34) to be valid for all values of  {, we must have
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which can be used to find :ak
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g k^ h can be viewed as a truncated finite Fourier series, and, 
therefore, the weighing factors can be obtained from
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Using (32) and (33) in (38),
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The combined focusing and weighting vector, Wn
C , is provid-

ed in (39) in an equally spaced circular array of M  elements 
for the desired radiation pattern L eff {^ h. In this article, 
a realizable Dolph–Chebyshev function for the normal-
ized effective length of the array, ,Leff {^ h  is used, which is 
defined as [53]

	 .cosh cosh cosL h z2 2 n1
0eff {

{ {
=

--^ ` ` `h jjj 	  (40)

In (40), n{  represents the direction of the look angle, and z0  
defines the sidelobe level through the following equation:

	 .cosh coshz h S2
1 1

max
0

1= -c c mm � (41)

Here,  Smax  is the ratio of the sidelobe level to the main lobe 
level, and  h  is a number satisfying the following condition:

	 .h M
2
1# - � (42)

CONVERGENCE ANALYSIS
The sufficient condition under which the sequence of the 
solutions generated by the algorithm converges to the 
correct solution is examined in this section. The error in 
the detected magnitude of the largest signal denoted by 
err ,

E
1 0
1

^ h  is given by

	 .err S E S E , ,
E

n

P
n n

n

P
n n

1 0

2
1
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2
1 { c {= +

= =
/ /^ c ^^ ^h h mh h � (43)

The first term represents the contribution from other signals 
through sidelobes, and the second term refers to the error in the 
estimation of E1  that is generated due to the error in the esti-
mation of . 1{  The second term, however, is a function of the 
first term and can be approximated by

	 ,S E,
max

n

P
n1

1 0

2
,c a a-

=
/^^ hh � (44)

where maxS Smax {= ^ ^ hh is the maximum sidelobe level of 
the array that can be obtained from (40) (see Figure 3). 
In (44), the parameter a  is defined as ,S En nn

P
2a {=
=
^ h/  

and, in the worst case, a  takes its maximum value when 
all other signals happen to be in the directions of maxi-
mum sidelobes and add up coherently as the array is 
focused in the direction 1{ . In this case, the error in the 
detection of 1{  is equal to zero, which in turn results in 

.0,
max1

1 0
c a =^^ hh  On the other hand, the minimum value 
of a  occurs when all other signals happen to be at the 
directions of the array nulls. Here, the direction of look is 
different from ,1{  and the error in the estimation of 1{  is 
maximum. This implies that, as the first term in the right-
hand side of (43) increases, the second term decreases 
and vice versa. Therefore, to ensure the convergence 
of the algorithm, both types of errors, that is, the error 
in the estimation of DoAs and the error in the estima-
tion of magnitudes and phases of the signals, should be 
decreased simultaneously as the number of the iterations 

0

1
(P–1)Smax

Smax

∆ϕa

∆ϕb

ϕ

FIGURE 3. The normalized effective length of the array 
given by (40). The condition ∆ ∆  b a2{ { is necessary for the 
convergence of the algorithm.
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is increased. As was described in the “Iterative Array Sig-
nal Segregation Algorithm” section, the algorithm is based 
on subtracting the contribution of the estimated larger 
signals and then searching for the smaller ones. This 
procedure can be viewed as creating nulls in the direc-
tions of the detected signals while looking for the others. 
To reduce the error in the location of the created nulls in 
each iteration, the maximum error in the estimation of 1{  
denoted by ∆ a{  resulting from the maximum variation of 
a  should be smaller than the smallest angular distance 
between two adjacent peaks and nulls of the array sid-
elobes denoted by .∆ b{  The reason is that the maximum 
error occurs when the created null happens to be in the 
direction of one of the array nulls. The worst case corre-
sponds to coherent and equal magnitude signals. With ref-
erence to Figure 3, the necessary condition for which the 
error in the estimation of DoAs is reduced iteratively is

	 .∆ ∆b a2{ { � (45)

For the array effective length given by (40), it can be shown 
that condition (45) translates to
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where

	 cosh cosha
h S2
1 1
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0

1= -c c mm� (47)

and

	 .R S a P 1max 0= -^ h � (48)

The sufficient condition for convergence is not, how-
ever, in (45). As was mentioned previously, the error in 
the estimation of the magnitude and phase of the signals 
should also be decreased iteratively. Starting with the 
first step of the algorithm and substituting (44) in (43), it 
is concluded that
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In the second step, we have
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where
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Similarly, the error in detecting  E1 in each iteration of the 
second step is given by

.
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In the limit, when the number of the iterations is large 
enough, the error asymptotically approaches 
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Similarly, for the second largest signal, we have
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and
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Following this procedure and going through a lengthy alge-
bra, it can be shown that, in the last step, the asymptotic error 
is given by
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and
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Therefore, an upper bound on Smax  should be imposed so that
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which implies that
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The sufficient conditions to fulfill the convergence of the 
algorithm are given in (45) and (60). For a 12-element circular 
array of diameter .D 1 44m= , the graph of maximum sidelobe 
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level versus number of coherent signals that satisfies both condi-
tions is given in Figure 4.

INTERFERENCE SEGREGATION
After detecting signals from all directions, one needs to discern 
the desired signals from interference. This can be accomplished 
by using the training sequence as part of the desired transmit-
ted data stream. The signal, which exhibits a low level of cross-
spectral density with the training sequence, is considered as the 
interfering signal, and its contribution at each antenna is then 
subtracted from the total received signal at each antenna. Then, 
using the training sequence as part of the received signal, the 
channel response from the transmitter (Tx) to each Rx antenna 
is estimated. Once the channel transfer function is computed, 
the transmitted data can be retrieved. Smart jammers, however, 
are able to detect the communication signals and then produce 
and radiate a corrupted copy of the signals. To avoid this, a 
directional modulation technique [54], [55] can be utilized 

at the Tx point to minimize the bite error rate (BER) in the 
desired Tx-to-Rx channel and to maximize the BER in other 
directions. By this provision, the jammer will not be able to 
correctly detect the training sequence and generate a distorted 
version of the desired signal. The radio link can be designed to 
work in two different modes, HDR or normal mode and LDR. 
If the DoAs of the communication signal of interest are not 
in close angular proximity to the interfering signals, the radio 
link can work in its normal or HDR mode. For the scenarios in 
which the DoAs of the desired and interfering signals cannot 
be resolved by the array beamwidth, interference cancelation 
is possible in LDR mode. In LDR mode, the Tx operates inter-
mittently with a pattern known to the Rx using synchronized 
clocks. The off-time duration of the Tx is set to be close to the 
length of the data packet. When the transmitter is off, the 
received signal is from the interferer only (see Figure 5), whose 
DoAs and level are measured by the radio as before. Assuming 
there is only one jammer present and the channel transfer func-
tion does not change during the short interval of a data packet, 
the interference in directions where DoAs of the signal and jam-
mers are close can be removed. This is done by first identifying 
small but measureable changes in the levels and DoAs of signals 
in directions when the Tx was off. These are directions where 
the desired signal and jammer DoAs are close and not sepa-
rable. Using a strong jammer signal from a direction not close 
to the desired signal as reference (J0 in Figure 5), the jammer 
signals in directions where the jammer and the desired signal 
DoAs are close can be estimated accurately and removed. For 
example, referring to Figure 5, J1

_TX ON can be obtained from

	 .J f J f
J f
J f

1 0
0

1_ _
_

_
TX ON TX ON

TX OFF

TX OFF

,^ ^
^

^
h h

h

h
� (61)

In view of (61), the ASSIA processor enables the radio Rx to 
mitigate interference in LDR mode as a result of the inherent 
feature of the algorithm in terms of estimating the magnitude 
and phase of all arriving desired and interfering signals, which 
is not attainable in other direction-finding and interference sup-
pression techniques. 

COMPARISON WITH OTHER TECHNIQUES
In this section, the performance characteristics of ASSIA 
are evaluated in comparison with other techniques using 
computer simulations, and its convergence behavior is also 
demonstrated. Initially, a simple scenario is considered to 
indicate the ability of the proposed algorithm to segregate 
the DoA as well as the magnitude and phase of a number 
of monochromatic plane waves impinging an Rx with a cir-
cular array. The array is composed of 12 equally spaced 
dipole antennas with a diameter of . .D a2 1 44  m= =  It is 
also assumed that the array is illuminated by six monochro-
matic plane waves from different directions. The background 
noise is neglected in this simulation. The estimated DoAs 
and magnitudes of the signals versus iteration number are 
shown in Figures 6 and 7, respectively. It is evident that, 
in each step, the algorithm converges after a few iterations  
(fewer than five), denoted by .r s  The total number of iterations 

DoA Is Not
Changed 

DoA Is
Changed 

Data Packet
Tx Off Tx On

Desired Signal Interference

J1
Tx_OFFJ2

Tx_OFF J2
Tx_ON

J0
Tx_ON

J1
Tx_ON

J0
Tx_OFF

FIGURE 5. The LDR mode, where jammer cancelation is 
accomplished by turning the Tx on and off with a pattern 
known to the Rx. The DoAs and levels of the jammer are 
estimated during the off cycle and used to cancel the 
jammer signal during the on cycle.
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FIGURE 4. The maximum sidelobe level versus number 
of signals required for convergence for an array with the 
effective length given by (40).
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to estimate each signal, defined as ,N I
s  depends on its magni-

tude compared to other signals and the total number of imping-
ing signals that are above the threshold level. For the lower-level 
signals, the convergence is faster. The reason is that the signals 

are estimated in a descending order and, when it comes to 
the lower signals, an accurate estimation of the larger ones is 
already made and their contribution are already subtracted from 
the total. The range of the horizontal axis in Figures 6 and 7 
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. . .. Itr no Itr nomax min-^ h represents .N I
s  As mentioned previ-

ously,  E 0,
s
i k =^ h  for .i s 1  It can be observed that 100 dB -

DR   /log E E20 1 6^ ^ hh  is handled by this technique using a 
12-element circular array of diameter . .1 44  m

A quantitative comparison with other techniques, including 
root-MUSIC [18] in conjunction with spatial smoothing [31], 
the MPM [37], and maximum likelihood by alternating projec-
tion (ML-AP) [45], is performed with additive zero-mean white 
Gaussian noise. To implement root-MUSIC, a transformation to a 
virtual array [34] is applied to the circular array to make the data 
matrix amenable to spatial smoothing. This transformation is also 
used before applying the MPM as it cannot directly be applied 
to a circular array. The circular array is recommended to have an 
odd number of elements for efficient performance of this trans-
formation [34]. Therefore, to make a fair comparison, a 15-ele-
ment circular array of diameter .  D 1 6 m=  is considered. It is 
assumed that four fully correlated signals with different SNRs 
spread over a wide DR are illuminating the array from different 
directions, as listed in Table 2. The root-mean-square (rms) error 
in the estimation of the DoA of the source located at 4{ {=  by 
varying the SNR of the signal arriving from the fourth direction 
( )SNR4  while keeping the SNR  of the three other signals fixed 
is calculated and plotted in Figure 8 using different techniques 
based on 100 Monte Carlo simulations. It should be noted that 
the same time duration of signals was taken for all techniques. It 
is observed that ASSIA exhibits superior performance, particu-
larly when SNR4  is much lower than the other three signals. For 
this scenario, maximum likelihood fails to converge in detecting 

4{  if the DR denoted by DR SNR SNRmax 4= -  is larger than
  .35 dB  The detection errors of root-MUSIC and the MPM start 
to increase dramatically for  45DR dB2  and  40DR dB2 ,  
respectively, while ASSIA provides estimation of the DoA of the 
weakest signal with less than 2c error up to  60DR dB=  and 

 .5SNR dB=

The computation time of ASSIA is compared with the other 
methods for this experiment and is illustrated in Figure 9. The 
computation time of ASSIA is comparable to MUSIC, 2.5 times 
more than the MPM, and 130 times less than the maximum 
likelihood method.

Another factor that affects the performance of DoA 
estimation techniques is the number of the receiving sig-
nals. Using the same Rx array, the performance of ASSIA 
is evaluated and compared with the other estimators for 
another scenario in which the number of the receiving 
signals is increased to seven. The DoAs and SNR s of the 
signals are listed in Table 3. Performing 100 Monte Carlo 
runs, the resultant rms error in detecting angle of arrival 
of the seventh signal ( )7{  by varying the SNR of the signal 

TABLE 3. THE DOAs AND SNRs  
FOR THE SEVEN-SIGNAL SCENARIO.

Signal 
Number

DoA SNR (dB) Signal 
Number

DoA SNR (dB)

1 35c 65 5 290c 65

2 85c 65 6 345c 45

3 140c 40 7 240c 5–65

4 190c 40
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FIGURE 8. The rms error in estimating 4{  versus SNR4  using 
different techniques for the scenario in which four correlated 
signals of different SNRs listed in Table 2 are impinging on 
the array. CRLB:  Cramér–Rao lower bound. 
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FIGURE 9. The computation burden of ASSIA compared to 
other methods for the four-signal scenario. 

TABLE 2. THE DOAs AND SNRs  
FOR THE FOUR-SIGNAL SCENARIO.

Signal Number DoA SNR (dB)

1 50c 65

2 140c 60

3 230c 55

4 320c 5–50
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arriving from the seventh direction ( )SNR7  while keeping 
the SNR  of the six other signals fixed is shown in Figure 10  
for different estimators. The performance of root-MUSIC is 
severely degraded because the effective aperture of the array 
is substantially reduced after spatial smoothing. It is also 
evident that the maximum likelihood breaks down in this sce-
nario whenDR SNR SNRmax 7= -  is larger than   .10 dB  The 
reason for the failure of the maximum likelihood is that the 
dependence of the global convergence on the initialization is 
very strong in all deterministic or randomized hill-climbing 
techniques. In case of large DR and a large number of arriv-
ing signals, the probability of choosing a good initial point to 
render the convergence to the correct solution is much less. 
The resultant rms error for the MPM is much higher than 
what is achieved by ASSIA, particularly for   .20DR dB2  
Compared to the four-signal scenario, it is observed that the 
estimation error of the MPM is increased, while the estima-
tion error of ASSIA is smaller than .1 5 c for  5SNR dB=  and 

 .60DR dB=

The keys to the success of ASSIA in situations where the sig-
nals’ DR is wide and the number of signals arriving from differ-
ent directions is high are 1) no initialization is required for the 
signals at the beginning and 2) the signal levels and the DoAs 
based on estimating and removing the strongest signals are cal-
culated through a multistep iterative approach. In this fashion, 
the errors are effectively prevented to propagate while moving 
toward estimating the smaller signals.

The capability of ASSIA in detecting correlated signals 
over a very wide DR is of great importance for interference 

cancelation, as, in realistic situations, the level of the interfer-
ence signal is usually much larger than the desired signal. 
Moreover, as will be shown later, in complex environments, 
there exist multiple correlated interference signals and mul-
tiple correlated desired signals spanning a wide range of 
magnitudes arriving at the Rx from different directions. As 
described before, all adaptive array techniques require the 
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knowledge of the DoAs of the desired signals for maximizing 
the signal-to-interference ratio. Therefore, failure in the detec-
tion of the desired signals leads to the failure of the existing 
adaptive array techniques for interference cancelation. There 
are also situations in practice where many small signals from 
different DoAs arrive at the Rx with total power comparable to 
that of a larger signal, and if the algorithm cannot detect these 
small signals, the estimation of DoAs of the stronger signals 
will be erroneous.

In all simulations, it is assumed that the array is cali-
brated to capture the fabrication errors, and thereby the array 
manifold is perfectly known. It should be noted that imperfect 
estimation of the array manifold generally results in the per-
formance degradation of ASSIA and in particular puts a lower 
limit in the DR of the signals that can be handled by ASSIA. 
The reason for the latter is that a relative small error in the 
estimation of the large signals generates a relatively large error 
in the estimation of the small signals. The DR of the signal 
that ASSIA can handle is reduced as the systematic errors 
increase. This problem is not, however, unique to ASSIA but 
applies to all other DoA estimators. Array calibration is essen-
tial to maximally benefit from the features that ASSIA offers.

PERFORMANCE ANALYSIS IN A COMPLEX ENVIRONMENT
To evaluate the performance of ASSIA under very complex 
and realistic conditions, a congested urban environment is 
considered. Such an environment is characterized as a Rayleigh 
fading environment. Downtown Manhattan, which is consid-
ered a complex wave propagation environment [56], is chosen 
as the simulation domain. A very fast and accurate urban wave 
propagation simulation software (EM.Terrano of the EM.Cube 

(a)

(b)

Jammer

Tx

Rx

0 100 200
φ (°)

300 400
0

5

10

15

20

25

|V
n|

 (
V

)

Jamming Signal
Desired Signal
Detected Signal

FIGURE 12. (a) An example scenario for HDR mode. (b) The 
detected signals (center frequency component) for this 
scenario.

(a)

(b)

Jammer

Tx

Rx

180 200 220 240
0

0.2

0.4

0.6

0.8

1

1.2

1.4

0

0.2

0.4

0.6

0.8

|V
n|

 (
V

)
|V

n|
 (

V
)

φ (°)

(c)

180 200 220 240
φ (°)

ϕ1
Tx_ON = 192°

ϕ1
Tx_OFF = 192°

ϕ2
Tx_ON = 233°

ϕ2
Tx_OFF = 231°

Jamming Signal
Detected Signal

Jamming Signal
Desired Signal
Detected Signal

FIGURE 13. (a) An example scenario for LDR mode. (b) The 
detected signals (center frequency component) for this 
scenario when the Tx is off. (c) The detected signals (center 
frequency component) for this scenario when the Tx is on.



29IEEE Antennas & Propagation Magazine  j u n e  2 0 1 7

package [57]) is used for broadband 
wave propagation simulation. Fig-
ure 11 illustrates the simulation sce-
nario generated by EM.Terrano. The 
software allows placement of multiple  
Txs of arbitrary power level and arbi-
trary radiation pattern and provides 
the field coverage over the entire or 
a portion of the simulation area with 
desired resolution. For each point 
on the Rx grid, the software pro-
vides a vector containing the mag-
nitude and phase of all rays arriving 
at that point with their correspond-
ing angle of arrival. This information 
is used to assess the performance of 
the proposed algorithm. Choosing a 
Tx location and using it as jammer, 
the performance of the algorithm 
can also be evaluated in terms of its ability to segregate the 
desired signal. The area of the region illustrated in Figure 11 is  

, , ,1 200 1 200 m  m#  within which one communication Tx, one 
jammer, and one Rx are placed at the antenna height of  2 m  
from the ground. The buildings are assumed to be impenetra-
ble objects composed of brick with . .4 44 rf =  As before, the 
Rx is composed of a uniform circular array of 12 dipole anten-
nas designed to operate at 300 MHz. The desired transmitted 
signal is assumed to have a bandwidth of 4 MHz from 298 
to 302 MHz with binary phase-shift keying modulation, and 
the jamming signal is assumed to be a white Gaussian noise, 
each of which is radiated through omnidirectional antennas. It 
should be noted that because each frequency component of the 
signals is processed separately, ASSIA imposes no constraints 
on the waveform of the jamming signal. Therefore, if the jam-
ming signal has any other waveform instead of white Gaussian 
noise or even is correlated with the desired signal, ASSIA is 
able to detect and separate all interfering and desired signals. 
The resolution of the FFT that is applied at the Rx baseband is  
10 kHz. The Tx and the jammer power are adjusted so that, 
within the signal bandwidth, the SNR and SJR at the Rx are 20 
and 20-  dB, respectively. An example scenario for HDR mode 
is illustrated in Figure 12(a). As depicted in Figure 12(a), a 
large number of rays arrive at the Rx emanating from both the  
Tx and the jammer. For this scenario, as is evident from Fig
ure 12(b), six DoAs are detected by the Rx. It is also shown that 
the jamming signals are arriving from three main separable 
directions and, for each main direction, there are many adja-
cent rays. The desired signal, on the other hand, is arriving at 
the Rx from five main separable directions, among which one 
overlaps with the jamming signal. The rays from this direction 
are not read as the desired signal. Also, one ray is not detected 
due to its low amplitude compared to the predetermined 
threshold level and the algorithm errors as well. These errors 
occur when the contribution of other signals is not subtracted 
perfectly because a large number of rays is arriving at the Rx 
within the azimuthal angular range from 150 to 250c, which 

are not far enough apart to be segregated and estimated by the 
algorithm accurately. Therefore, three desired and three jam-
ming signals are detected, some of which represent the resul-
tant of the adjacent arriving signals.

This procedure is done for all frequency components, 
and the jamming signals are subtracted from the total 
received signal at each antenna. Eventually, the cleaned-
up signal from each antenna goes through further signal 
processing and decoding, which is not pertinent to this 
discussion. For this scenario, the achieved SJR after the 
cancelation procedure is 9.5 dB, which indicates 29.5-dB 
improvement. Now consider the scenario demonstrated 
in Figure 13(a), in which the desired and the jamming  
signals arrive at the Rx from nearby directions and a replica  
of the jamming signal quite away from the desired signal also 
exists. In this case, the Rx fails to retrieve the desired signal in 
HDR mode. Noting that  20SNR dB =  and  ,20SJR dB=-  
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Figure 13(b) and (c) shows the detected signals correspond-
ing to the center frequency component in the Tx off state 
and the Tx on state, respectively. The detected DoAs for the 
jamming signal, which is close to the desired signal denoted 

as ,2{  change as the Tx transits from off state to on state. 
Based on the procedure described in the “Interference Seg-
regation” section for LDR mode and assuming a perfect syn-
chronization, which is beyond the scope of this article, the 
radio Rx will be able to make an estimation of the jamming 
signal from direction 2{  and then clean up the received 
signal at each antenna. After jamming signal removal, the 
SJR is increased to +6.5 dB, which corresponds to 26.5-dB 
enhancement in this case.

The two previous examples clearly demonstrate the 
effectiveness of the ASSIA radio. However, a statisti-
cal analysis is carried out to show that the improvements 
observed are not accidental. For this purpose, 100 Rx loca-
tions are chosen randomly in the scene shown in Figure 11. 
The locations of the Tx and the jammer are kept the same 
for these series of simulations. For each Rx location, the 
power of the Tx and the jammer has been adjusted so that 
at the Rx point  20SNR dB=  and  .20SJR dB=-  Out of 
100 Rx locations, 30 points are not further examined, as 
either the signal or jammer was below the threshold. Out 
of 70 points at which the algorithm was tested, in 38 Rx 
locations, the radio has been able to effectively remove 
interference and boost the signal to jammer plus noise ratio 
(SJNR) to at least  2 dB+  (minimum of 22-dB improve-
ment) in HDR mode. The number of DoAs of the desired 
and the jamming signals corresponding to each Rx location 
and /S J N+^ h  after interference removal are illustrated 
on the same graph in Figure 14. The radio fails to retrieve 
the desired signal in HDR mode in other spots due to 
the proximity of the DoAs of the desired and the jam-
ming signals. Switching to LDR mode enables the Rx 
to segregate the communication signal of interest from 
the interfering signal in 11 other locations. As shown in 
Figure 15, in the worst case, /S J N+^ h  at the output of 
the ASSIA processor is higher than  2 dB.+  Therefore, 
the ASSIA radio succeeded in removing interference in 
a total of 49 out of 70 spots (70% of occasions) with bet-
ter than 22-dB improvement. In 21 locations out of 70 
points, the desired and the jamming signals all arrived 
with similar DoAs, for which even the LDR was chal-
lenged to cancel out the jammer substantially.

The success level can, of course, be improved significantly 
if we did not force  SJR  to be 20-  at every location. Also 
by increasing the number of antennas and in turn reducing 
the array beamwidth, the performance of the radio can be 
enhanced. The number of DoAs of the desired and the jamming 
signals and their angular distance affect the enhancement level 
of / .S J N+^ h  Roughly, one can say that the lower the number of 
DoAs and the larger their angular distance, the higher the per-
formance improvement.

Figure 16 illustrates the SJNR after cancelation versus 
SJR before cancelation by using the same Rx array in four 
different Rx locations. Two of these scenarios correspond 
to HDR mode, and the other two correspond to LDR mode 
shown in Figures 17 and 18, respectively. As before, it is 
assumed that  20SNR dB=  for these simulations. Figure 16 
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further reveals that the performance of the radio depends 
on the scenario complexity, that is, the number of DoAs, 
their angular distance, and the SJR. The reason for bet-
ter performance of the radio Rx in location 2 compared to 
location 1 for very low SJR in HDR mode pertains to the 
proximity of DoAs of the desired and jamming signals in 
location 1. The algorithm also exhibits excellent cancelation 
of the jamming signal in LDR mode in location 4, which is 
better than that for location 3 for very low  .SJR  This is due 
to the fact that, in location 4, there exist rays of jamming 
signals with DoAs that are apart from the desired signals 
and can be estimated accurately by the algorithm. In loca-
tion 3, the jammer signal is not estimated as accurately as in 
location 4 due to there not being enough angular distance 
from the desired signals.

CONCLUSIONS
This article demonstrates an iterative algorithm for capturing 
the DoAs, magnitudes, and phases of all correlated or uncor-
related impinging signals on an Rx with angular spacing larger 
than the array beamwidth over a wide DR. This algorithm is 
implemented for a radio with a circular array of antennas, each 
of which is connected to a coherent Rx. It is shown that such a 
radio Rx is capable of suppressing interfering signals in complex 
multipath environments without a priori knowledge regarding 
the DoAs of the desired or interference signals. The proposed 
approach for interference cancelation is proved to be efficient 
using a statistical analysis in an urban environment with rich 
multipath propagation characteristics.
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